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● Constraint Solving Problem vs Sequence Prediction Task 
● For a document with  sentences  

●   constraints 

● Predicted constraints of the form  
● 4 sentences in a document then 6 constraints 

●  
● Topological sort to find an order given  

● Graph:  if 

n ({s1…sn})
|! | = (n

2)
s1 < s2

{s1 < s2, s1 < s3, s1 < s4, s2 < s3, s2 < s4, s3 < s4}
!

s1 → s2 s1 < s2

Methodology



● BERT based Representation (B-TSort) 
● Next Sentence Prediction 
● MLP(BERT( )) 

● LSTM based Representation (L-TSort) 
● ;  
● MLP( )

s1[#$%]s2

h1 = LSTM(s1) h2 = LSTM(s2)
[h1; h2]

Constraint Learning



● Attention Order Network (AON) 
● LSTM: sentence representation 
● Transformer: document representation 
● LSTM decoder: generate order 

● BERT Attention Order Network (B-AON) 
● BERT: sentence representation

Baselines
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Results for Human Evaluation

B-TSort vs B-AON
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● B-TSort performs best in all metrics for SIND captions, NSF 

abstract, AAN abstract datasets 

● Analysis of displaced sentences 
● distance between the predicted position and the actual position of a sentence. 
● B-TSort displaces less sentences. 

● Analysis of documents with more than 10 sentences 
● B-TSort also performs better for longer sentences 

● Percentage of mismatch in input and output for AON 
● Order generation can have a mismatch between the input sentences and the generated orders. 
● This problem does not arise for our models.

Results


